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ABSTRACT

This thesis introduces a new multipass algorithm, Iterative Adaptive Sampling, for

efficiently computing the direct illumination in scenes with many lights, including

area lights that cause realistic soft shadows. Real world architectural scenes fre-

quently contain large numbers of lights; however many current algorithms do not

scale well in performance when rendering these types of scenes.

Our algorithm is based upon an observation that although many hundreds of

lights may contribute to the illumination of a single image, much lower lighting

complexity typically exists on a localized basis within subsections of the image.

Since the predominant cost of computing the direct illumination at a point is the

testing of light source visibility, our algorithm works to exploit this observation of

low localized lighting complexity to reduce the number of visibility tests (shadow

rays) needed to accurately render each pixel.

This reduction of shadow rays is made possible by sampling light sources in

proportion to their actual contribution to a pixel’s luminance value. We do this

by iteratively modifying a probability density function (PDF) until it adaptively

captures the local lighting configuration. We use sample data collected during

rendering as feedback to drive the optimization of the PDF. Our algorithm takes

advantage of coherence in image space by aggregating sample data on both a per-

pixel and per-block level as well as coherence in world space by aggregating sample

data on light clusters. We have tested this algorithm on several complex lighting

environments and demonstrated roughly an order of magnitude improvement over

standard procedures.
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Chapter 1

Introduction

Real world architectural scenes contain many lights. In computer graphics models,

a light can be represented by a point light approximation or by a light source with

a finite area. Area lights are critical for physically-correct rendering because they

cast realistic soft shadows unlike the synthetic-looking hard shadows of point lights.

In addition, soft shadows are important because they provide visual cues on the

relative positioning of objects through the hardness of the shadow boundary. We

can also approximate light coming from distant sources such as skylight by using

an environment map. Environment maps are an effective means of adding natural

outdoor lighting effects to a scene and can further enhance the realism of our

rendering.

This realism comes at great cost however, as rendering shadows from large

numbers of lights in general, and area lights and environment maps in particular,

can be very computationally expensive. This cost is dominated by the casting of

shadow rays to determine the visibility of the lights. For area lights and envi-

ronment maps, visibility can be especially difficult to predict since these types of

lights can have varying degrees of partial visibility.

1



2

Many current direct illumination algorithms are able to efficiently render soft

shadows from area lights, but their execution time scales linearly with the number

of lights in the scene. Since real world scenes often contain more than just a few

lights, there exists a need for algorithms that scale sub-linearly in the number of

lights. Some of the algorithms that are designed for scenes with many lights are

dependent upon high occlusion where a majority of the lights present in the scene

are not visible in a single image, but this is not always the case. We have made

a set of observations regarding light source visibility and have found that in many

architectural scenes there could be hundreds of lights visible in a single image. In

contrast, we have noticed that on average at a single point only about 4-35% of

the lights in the scene are visible. This work introduces an iterative multipass

rendering algorithm that takes advantage of our finding that scenes with high

global lighting complexity often contain low local lighting complexity.

Our algorithm divides the image into 8 × 8 pixel blocks for processing. Cre-

ating the image block-by-block allows our algorithm to have a compact memory

footprint. It also exploits the fact that the illumination within a small region of

the image will be relatively simple and coherent. Within each block we also sub-

divide into a characteristic set of surface points that can accurately represent the

underlying geometric and shadow boundaries. For each surface point within the

block, we construct a probability density function (PDF) over the light sources

and then sample it to estimate the illumination using a small number of shadow

rays. In the simple case, we use only one surface point per pixel. If an anti-aliased

image is desired, we generate multiple surface points per pixel.

Rendering time will depend upon how similar the PDF is to the function rep-

resenting the illumination coming from the light sources. The mean value of the
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light samples will quickly converge to be visually indistinguishable from the actual

illumination if the PDF is a good estimate; however, finding a good PDF is a

difficult task because it requires knowing the solution to the problem we are trying

to solve. Our algorithm starts with a simple PDF and uses the resulting sample

data to modify the PDF in between rendering passes over the image block. Each

subsequent rendering pass will use an adaptively improved PDF constructed using

feedback from samples computed thus far.

We construct our PDFs using a range of sample granularities over the image

plane: a coarse granularity of 8×8 pixel blocks and a finer granularity of per-pixel

sample data. We create block- and pixel-based PDFs between each pass, using

all sample information from previous passes to refine our sampling PDF while

ensuring that the resultant sampling PDF is unbiased. A weighted combination of

these PDFs initially uses block information to guide sampling. As more samples

are collected the pixel PDFs get increasingly more accurate and therefore are

used to guide adaptive sampling. By using locally-adaptive PDFs, our algorithm

evaluates significantly fewer shadow rays than a standard ray tracer to achieve

the same image quality. Since tracing shadow rays is the dominant cost in a ray

tracer, our performance improvement is a direct result of our adaptive PDFs. Our

algorithm evaluates significantly fewer shadow rays than previous approaches, yet

provides the same level of quality.

For efficiency, we also cluster light sources to aggregate visibility information

on a spatial basis over several lights. This clustering of light sources also reduces

the effective number of lights in the scene, which allows us to more efficiently build

our PDFs. In addition we use the clusters to stratify our sampling of the light

sources for the radiance calculation at each surface intersection point.
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Since our system takes advantage of coherence in both image space and world

space, we have been able to reduce the time it takes to render scenes with many

point lights and area lights. We have achieved speedups of nearly one order of

magnitude for complex lighting environments including scenes containing direct

illumination from scenes with many point lights, area lights, and environment

maps.

In the following chapter (Chapter 2), we will provide some background on direct

illumination concepts and also explore some of the previous work that has been

done to accelerate direct illumination rendering. In Chapter 3 we will discuss how

our algorithm is specifically designed to render scenes with complex lighting. In

Chapter 4, we will show the effectiveness of our algorithm by comparing our results

to that of an industry standard reference solution. Chapter 5 will be the conclusion

and summary of the benefits and contribution our approach to rendering direct

illumination for complex scenes.



Chapter 2

Related Work

The beginning of this chapter will discuss some of the background behind direct

illumination, ray tracing, and Monte Carlo integration. The rest of this chapter

will provide a summary of previous work relating to direct lighting starting with

techniques designed for accurately and efficiently rendering area lights and transi-

tioning to techniques designed to handle scenes with many lights. The end of this

chapter will also cover some of the research that has been conducted regarding

direct illumination from environment maps.

2.1 Background

2.1.1 Types of Light Sources

There are many different types of light sources in computer graphics. The simplest

is the point light source in which light is emitted from an infinitesimally small point.

Point light sources can be omni-directional and emit light evenly in all directions,

or they can have an arbitrary directional distribution or orientation. Directional

5



6

light sources are point lights that are infinitely far away and emit light in the same

direction regardless of the point in the scene they illuminate. The sun can be

approximated by a directional light source over small surfaces on the earth such

as a building or a small town. Area light sources emit light from a surface of finite

area. We can best represent real world light sources by area light sources, but

unfortunately they are very difficult to accurately render in computer graphics.

Like point light sources, area lights can also be omni-directional (e.g. a sphere),

or oriented (e.g. a planar surface). Another source of lighting is the environment

map. We discuss this in more detail in section 2.4.

2.1.2 Rendering Equation

Computing the direct illumination at a point involves integrating the contributions

from all the lights in the scene as:

L(~x) =

∫
S

V (~x, ~y) fr(~x, ~y) Le(~x, ~y) G(~x, ~y) d~y (2.1)

where

• L(~x) is the exitant radiance reflected from a point ~x toward the eye due to

direct illumination.

• S is the set of light sources

• ~y is a point on a light source

• V (~x, ~y) is the visibility of ~y from ~x

• fr(~x, ~y) is the BRDF (Bidirectional Reflectance Distribution Function) at

point ~x evaluated for the viewing and light direction. It defines how lights
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bounces when it strikes a surface and represents the material properties of a

point ~x.

• Le(~x, ~y) is the emitted radiance from ~y in the direction of ~x

• G(~x, ~y) is purely geometric and depends on the type of light we are dealing

with and its orientation and distance from ~x.

In simple cases, such as scenes with only a few point light sources, this equation

can be solved exactly using ray tracing. Ray tracing is also an effective solution

for computing direct illumination at interactive rates for simple scenes. As the

complexity of the scene, lights, and materials increases, the cost of an exact direct

illumination solution rapidly becomes prohibitive. This cost is usually dominated

by determining visibility which is expensive to compute and difficult to predict. As

a result, most direct illumination algorithms have focused on reducing the cost of

evaluating visibility or finding ways to avoid the evaluation entirely. The remainder

of this chapter will examine some of the techniques that have been developed to

accomplish this goal.

2.2 Single Light Techniques

The techniques that follow are optimized for computing the illumination and shad-

ows due to a single area light source. They can be used on scenes with more lights

but run time complexity will scale linearly with light count. Rendering times will

be unacceptably high for scenes with hundreds of lights, thus they are best used

for scenes with low lighting complexity.

Amanatides [Ama84] introduce a technique called Cone Tracing. Assuming

circular or spherical light sources, they construct a cone from the point to be ren-
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dered to the light source. The proportion of the cone obstructed by scene geometry

indicates the intensity level of the penumbra or soft shadow region. This approach

has two problems. First, it assumes spherical or circular light sources. Second,

analytical intersections with cones can be expensive to compute for arbitrary ge-

ometry.

Stewart [SG94] analytically computes the umbral and penumbral discontinuity

events for every light against every object in the scene. This information is then

used to generate a mesh that will not cross lighting discontinuities. This approach,

while effective, is limited to purely polygonal environments. Furthermore, the

algorithm identifies discontinuities which may not be perceptually apparent in an

environment with many lights and thus is overly conservative.

Soler and Sillion [SS98] approximate soft shadows for interactive viewing using

an image-processing approach. They find objects that are at similar distances from

the light plane and project them onto a single plane. They then take advantage

of the fact that when the light, occluder, and receiver lie on parallel planes, the

shape of the shadow is a convolution of the shape of the light with the shape of

the occluder. Using hardware convolution, they obtain soft shadows at interactive

rates but unfortunately this approximation breaks down when the occluders are

mostly perpendicular to the light source.

Hart et al. [HDG99] use an image-plane based flood-fill to propagate occluder

information from pixel to pixel. With a list of the blockers affecting each light

at each pixel, and under the assumption that the environment is polygonal, they

were able to analytically compute soft shadows for environments with reasonable

complexity, though it was never tested with real world architectural scenes.

Parker et al. [PSS98] render soft shadows by casting an individual ray per-pixel,
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per-light and modulating the visibility based on how close the ray came to inter-

secting an object. Although this approach can quickly generate approximations

of soft shadows, the algorithm has problems dealing with multiple occluders. It is

also limited in that it can only work with spherical light sources and it is unclear

how well it would perform under greater lighting complexity.

Agrawala et al. [ARHM00] present two approaches to dealing with area lights.

The first combines multiple shadow maps into a single layered shadow map. This

allows for fast soft shadows but introduces significant errors since interpolation of

shadow maps can be an inaccurate approximation. Their second approach com-

putes soft shadows by densely sampling the light source, but relying on coherence

in the shaded points to reduce the number of actual cast shadow rays. One draw-

back is that this approach must reproject a potentially large number of occlusion

points per light. Such an approach does not scale well when the environment

consists of a large number of lights.

Akenine-Moeller [AMA02] and Assarsson [AAM03] approximate the soft shad-

ows cast by area lights through the use of “penumbra wedges”. The algorithm

operates in two stages, first determining a hard shadow through shadow volumes

as if only the center of the light was illuminating the scene. The second pass at-

tempts to correct the visibility by computing the amount of light coverage along

the silhouette of the occluding object. This approach generates realistic-looking

soft shadows at interactive rates for individual lights. However, because they gen-

erate the shadows cast by each object independently, they cannot correctly render

shadows cast by multiple objects whose shadows overlap.
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2.3 Many Light Techniques

When dealing with real world scenes that contain hundreds of lights, it is critical

to use an algorithm that is specifically designed for the task. There are several

publications that deal explicitly with the problem of rendering scenes with large

numbers of lights. The scalability of these algorithms with respect to the number

of lights has not yet been clearly studied, but they certainly reduce the cost of

rendering scenes with many lights. Some algorithms are designed for still images

while other are designed for interactive use.

Ward [War94] accelerates the rendering of many lights using a user-specified

threshold to eliminate lights of low importance. For each pixel in an image, the

system sorts the lights according to their maximum possible contribution (assuming

no occlusion). Occlusion for each of the largest possible contributors at the pixel

is tested, measuring their actual contribution to the pixel, and stopping when

the total energy of the remaining lights reaches a predetermined threshold. This

approach can reduce the number of occlusion tests; however, it does not reduce

the cost of the occlusion tests that do have to be performed and does not do very

well when illumination is uniform.

Shirley et al. [SWZ96] propose an approach that subdivides the scene into

voxels and, for each voxel, partitions the set of lights into an important set and an

unimportant set. Each light in the important set is sampled explicitly. One light

is picked at random from the unimportant set as a representative of the set and

sampled. The assumption is that the unimportant lights all contribute the same

amount of energy.

To determine the set of important lights, the authors construct an “influence

box” around each light. An influence box contains all points on which the light
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could contribute more than the threshold amount of energy. This threshold is

assigned somewhat arbitrarily and not according to any perceptual metrics. This

box is intersected with voxels in the scene to determine when the light is important.

This is an effective way to deal with many lights when rendering static scenes

and viewpoints. The chief drawback of this system is that it does not include the

visibility term in the calculation of the influence box. Consequently, this algorithm

is ineffective if there are occluders near the bright lights.

Paquette et al. [PPD98] present a light hierarchy for quickly rendering scenes

with many lights. This system builds an octree around the set of lights, subdividing

until there are less than a predetermined number of lights in each cell. Each octree

cell then has a “virtual light” constructed for it that represents the illumination

caused by all the lights within it. They derive error bounds which can determine

when it is appropriate to shade a point with a particular virtual light representation

and when traversal of the hierarchy to finer levels is necessary. Their algorithm

can deal with thousands of point lights. The major limitation of this approach is

that it does not take visibility (i.e., occlusion) into consideration.

The techniques previously mentioned can substantially reduce the amount of

time to render scenes with high lighting complexity; however, even though they

are aimed at producing high quality individual images, they still do not offer any

form of efficient anti-aliasing. Anti-aliasing must be done through supersampling

which can greatly increase the cost of rendering. In addition they all oversimplify

the problem by ignoring the effect of the visibility term in their calculations. Some

of them produce incorrect results, while others are just inefficient. In contrast, the

techniques described below are designed for interactive use and typically produce

artifacts and other rendering errors.
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Fernandez et al. [FBG02] deals with scenes with many lights in an interactive

setting. They voxelize the scene and maintain a list of visible lights and potential

blockers for each voxel. This list is found through stochastic sampling which occurs

asynchronously from rendering. Their system provides an order of magnitude

speedup for small to medium sized scenes. They achieve good performance because

they avoid evaluating shadow rays for lights that are either fully visible or fully

occluded; however, it is unclear that their algorithm can scale to scenes with

hundreds of lights or millions of polygons.

Wald et al. [WBS03] render complex environments of millions of polygons and

thousands of lights at interactive rates. They do so by constructing a probability

density function (PDF) of the light sources for the current image using a few paths

in a path tracer. This PDF is then used to determine which lights to render for

the current image. However, in order for this approach to work efficiently, they

require environments with very high occlusion, where only a small number of light

sources affect the illumination in any particular viewpoint.

2.4 Environment Maps

An environment map is an image that represents an infinitely far away background.

Each pixel in an environment map translates to light coming from a specific di-

rection from the background. In 1976, Blinn and Newell [BN76] introduced en-

vironment map rendering to computer graphics. They rendered realistic specular

reflections off of surfaces by looking up the pixel values in the environment map.

In 1986, Greene [Gre86] followed up on this work and also demonstrated how one

could generate an environment map from a real world scene by using a fish eye
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lens. Environment maps as used in these two papers are known more specifically as

irradiance environment maps because each pixel has an irradiance value associated

with it.

Miller and Hoffman [MH84] extended Blinn and Newell’s original work by also

using the environment map to render diffuse reflections. Prior to rendering they

prefiltered the environment map by convolving it with a diffuse Bidirectional Re-

flectance Distribution Function (BRDF). The resulting image was termed a radi-

ance environment map since the pixel values represented exitant radiances leaving

the surface for a particular normal.

Cabral et al. [CMS87] showed how to efficiently convolve environment maps

with glossy BRDF’s by expanding the BRDF into spherical harmonics (SH). Be-

cause gloss is a view dependent reflection their rendering approach is limited to

a single camera view. Since they only use a low number of SH coefficients, they

are also limited to broad gloss lobes. In 1999, Cabral et al. [CON99] extend this

work to allow a dynamic camera position. They create several radiance environ-

ment maps–one per camera–and use Image Based Rendering (IBR) to interpolate

between the available reflection maps for new camera locations and orientations.

The problem with many of these techniques is that they require an expensive

prefiltering step where the environment map must be convolved with each BRDF

or material in the scene. This preprocessing can get even more expensive when

dealing with real world scenes that can contain many materials. The prefiltering

step also assumes full visibility, thus objects do not cast any shadows in the scene.

Kautz and McCool [KM00] demonstrated that it was possible to render glossy

reflections with nearly arbitrary isotropic BRDFs at interactive rates. They rep-

resented their BRDF’s as single or multiple lobes and used greedy local fitting
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techniques to efficiently compute the lighting equation. Their system is limited in

that it only supports BRDFs with radially symmetric lobes.

Kautz et al. [KVHS00] used a faster hierarchical method for generating radiance

environment maps. They also showed how to use hardware acceleration to speed

up the process to interactive rates. Furthermore, they extended their method to

anisotropic BRDFs.

Ramamoorthi and Hanrahan [RH01] [RH02] introduce a new representation

called the Spherical Harmonic Reflection Map (SHRM) which results in signifi-

cantly faster preprocessing and rendering.

All these techniques, however, suffer from the problem of ignoring visibility

completely. Shadows and reflections between objects are not handled, leading to

limited applications for these algorithms. For example, they are not appropriate

for architectural scenes or scenes with complex visibility and materials.

Sloan et al. [SKS02] introduce a prefiltering method that takes visibility into

account. Their method captures effects like shadows, reflections, and caustics.

They also allow for soft shadows and caustics from rigidly moving objects to be

cast onto arbitrary, dynamic receivers; however, their examples are limited to low

frequency lighting effects. Sharp shadows and other high frequency features are

not supported due to the use of only low order spherical harmonics. The main

drawback to this approach is the extremely high precomputation cost requiring a

detailed ray traced sampling of visibility.

Agarwal et al. [ARBJ03] take a different approach to environment map render-

ing. Their method called Structured Importance Sampling stratifies the environ-

ment map into a number of regions which are preintegrated into a set of directional

lights. Their metric for determining the sizes of the strata takes both the intensity
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of the pixels and visibility coherence into account, though not the actual visibility

of the strata in scenes. The primary benefit of their metric is that it prevents small

bright regions from getting oversampled. Another major benefit of this approach

is that it does not require an expensive preprocessing step. The drawback is the

point lights do tend to cause banding in the shadows and it is not quite suitable

for scenes with many small shadow features. It is possible however to randomly

sample pixels in strata to achieve soft shadows, but this unfortunately introduces

significant Monte Carlo noise in all but the simplest of scenes.

2.5 Conclusion

In contrast to many of the above works, the research we present in this thesis does

take actual scene visibility into account. Furthermore, our algorithm is designed to

quickly render high quality anti-aliased still images of scenes containing arbitrary

geometric and lighting complexity. We also integrate [ARBJ03] for computing

direct illumination from environment maps but without introducing any bias or

perceptible noise in the shadow regions.



Chapter 3

Iterative Adaptive Sampling

The goal of this research is to create a high-quality software renderer that can

effectively render real-world architectural scenes with arbitrary lighting complexity.

We want to consider scenes that contain hundreds or even thousands of area lights,

scenes that contain direct illumination from environment maps, and scenes with

millions of geometric primitives.

In this chapter we will first discuss how our rendering algorithm is designed

to meet these challenges and then we will describe our implementation. The first

two sections (Sections 3.1 and 3.2) in this chapter provide necessary background

information relevant to understanding some of the design choices in our algorithm.

Section 3.3 is a high level overview of the algorithm. Section 3.4 discusses how

our algorithm scales to handle scenes with many lights. The final two sections

(Sections 3.5 and 3.6) provide the details about our implementation.

16
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3.1 Characteristics of Architectural Scenes

One of our primary considerations in accelerating the rendering process is to con-

sider real world lighting conditions. We want our renderer to be able to handle

direct lighting from point lights, area lights, and environment maps. We do not

want to place any limitations on the number of lights in the scene or the type of

geometry in the scene.

When addressing the problem of direct illumination from many light sources,

it is useful to consider some previous approaches for different types of real world

scenes. One example for which solutions already exist is scenes with very high

occlusion, where only a very small subset of lights contribute for each viewpoint.

For example, in a large office building, the only lights that will contribute within

each room might be the lights in the room itself and nearby lights in the hallway.

These few lights can be found using either sparse sampling of the current view-

point [WBS03] or through creating a set of cells (e.g. rooms) and portals (e.g.

doors) [ARJ90], [TS91], and [LG95]. This will not be the case if the building has a

large open lobby with a thousand lights. In many cases such as the lobby, occlusion

is not so extreme; thus, we want to design an algorithm that can deal with a wider

range of lighting characteristics.

In scenes with more open spaces or large architectural rooms, we find a different

pattern of visibility of light sources. We have tested several scenes and found that

typically only about 4-35% of the lights are visible from any particular point in the

environment. This implies that when calculating the luminance for a particular

surface point, it would be inefficient to consider all of the light sources. However,

over an entire image nearly all the lights contribute significantly on some surface

visible in the current view. Approaches based on high occlusion will perform poorly
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on such scenes. The scene in Figure 3.1 an example of this kind of behavior. We

present more detailed visibility statistics on several scenes in the results section of

this thesis.

The rendering algorithm we present in this thesis provides good speedups for

almost any architectural scene and can handle environments with very high global

lighting complexity while still taking advantage of lower local lighting complexity

whenever possible.

Figure 3.1: On the left is a rendering of Grand Central Terminal. This model

contains over 800 light sources with nearly all of them contributing to the illumi-

nation of some surface visible in this viewpoint. On average, however, less than

35% are visible at any particular point. On the right is a false-color visualization

showing the number of lights visible from the surface points intersected by the view

rays through each pixel.
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3.2 Monte-Carlo Integration

For many complex lighting situations, including area lights, one solution is to

evaluate the direct lighting equation (Equation 2.1) using Monte-Carlo integration.

Monte-Carlo integration is a powerful technique that allows one to evaluate an

integral of arbitrary complexity using statistical sampling. The weakness of Monte-

Carlo integration is that it may take an unreasonably large number of samples and

thus a large amount of computation time, to arrive at a correct final result.

To evaluate direct illumination at a point ~x using Monte-Carlo integration we

generate N sample points {~y1, ~y2, ...~yN}1 on the lights according to a probability

density function (PDF) p() to get:

L(~x) ≈ 1

N

N∑
i=1

V (~x, ~yi) fr(~x, ~yi) Le(~x, ~yi) G(~x, ~yi)

p(~yi)
(3.1)

The amount of noise or error in this estimator and hence the number of samples

needed to produce a sufficiently good estimate is strongly dependent on the prob-

ability density function p(). To determine the amount of error we use a variance

metric. Variance is a measure of the average difference between a set of data points

and their expected value. For direct illumination, the expected value is L(~x), and

each data point is the result of evaluating the direct illumination equation for a

sample ~yi.

A poor choice for the PDF will require much more sampling than a PDF that

closely represents the function we are trying to estimate. Unfortunately, finding a

1The nomenclature for points and rays may cause some confusion. Point ~x is
found by tracing a ray from the camera through a pixel and into the scene. This
ray is also referred to as a primary visibility ray or an eye ray. The first surface
point this ray intersects is our point ~x. Point ~yi is a sample point on a light source
randomly selected according to our probability density function p(). The ray from
~x to ~y is called a shadow ray and is used to evaluate the visibility of ~y from ~x.
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good PDF is extremely difficult in part because it depends on the visibility function

V (), which is both hard to predict and expensive to evaluate.

We choose Monte-Carlo integration as the base of our rendering algorithm

because of the flexibility it provides in terms of scene and lighting complexity.

Our goal is to design a renderer that has the advantages of Monte-Carlo, but that

converges to the right solution rapidly through the use of intelligently selected

probability functions.

3.2.1 Choosing probability functions

The ideal probability distribution function would be zero on non-visible light source

points ~yi and otherwise exactly proportional to the other terms in Equation 3.1.

In this case the terms inside the sum become simply a constant. If the probability

is zero, then we do not need to evaluate Equation 3.1, thus saving time. Un-

fortunately, computing the ideal probability function is only achievable and cost

effective in the simplest cases. Even when excluding visibility, exact bounds can

be difficult to compute a priori if the BRDF, geometry, or light’s directional dis-

tribution is complex. In practice, various approximations to the ideal probability

functions are used.

The simplest estimator samples all sources uniformly regardless of their actual

contribution. A more advanced estimator would assign probabilities in propor-

tion to at least some of the terms in Equation 3.1. Sampling according to the

unoccluded irradiance of each light source is one frequently used option.

The irradiance due to a light source at a point ~x is defined as the emitted

radiance times the projected solid angle of the visible portion of a light source

when viewed from ~x. The mathematical difference between irradiance and exitant
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Figure 3.2: Le is the emitted radiance of the light source and ΩT is its projected

solid angle when viewed from ~x. a) The irradiance is the radiant energy leaving the

light source and arriving at point ~x. Assuming the emitted radiance is constant over

the light source, the irradiance is simply the emitted radiance times the projected

solid angle. More generally, it is an integral expression over the domain of ΩT .

b) The exitant radiance is the luminance of point ~x when viewed by an observer

from a specific direction. Assuming the BRDF, fr is constant over ΩT , exitant

radiance is the irradiance arriving at point ~x times the BRDF. Otherwise, exitant

radiance is also an integral expression over ΩT as in Equation 2.1.

radiance (Equation 2.1) is that irradiance does not include the BRDF fr().

Unoccluded irradiance also factors out the visibility term V (). In practice this

difference is very minor in most situations and thus setting p() proportional to

unoccluded irradiance serves as a good approximation to the ideal PDF, unless

the brightest lights contributing at point ~x are occluded. In this case, it is actually

a very poor estimate as is shown in Figure 3.3.

The farther the actual probability is from the ideal probability, the more vari-

ance there will be in the estimator, and the longer it will take for the results to

converge. On the contrary, if the PDF closely resembles the function, it will have



22

a low variance associated with it, which is also demonstrated in Figure 3.3. In this

case, the average value of all the samples (i.e. sample mean) will quickly converge

to the expected value. The algorithm we present in this thesis is designed to itera-

tively find an increasingly better PDF for each point we render. The next section

provides an overview of our algorithm and how it proceeds to find such PDFs in a

fast and efficient manner.

3.3 Rendering with Multiple Passes

3.3.1 Design Goals

Our goal is to start with a simple approximation to the ideal probability func-

tion and then adaptively optimize the function while rendering. We achieve this

through performing multiple rendering passes. We use the result of evaluating

Equation 3.1 from previous passes as feedback to generate the improved PDFs

for the subsequent pass. This process will adapt the probability function based

on the local lighting configuration without requiring precomputation or detailed

knowledge about the scene. Conditions such as occluded lights are automatically

detected statistically and progressively exploited as their reliability increases. Dur-

ing early phases, feedback data is aggregated over larger image regions to generate

statistically meaningful information. As more data becomes available, the adap-

tation shifts toward smaller image regions. Our stopping criteria is based on the

variance of the samples computed. Once the sample variance for a pixel falls below

a threshold, we can stop rendering that pixel.
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Figure 3.3: A scene demonstrating the efficiency of three different PDFs. The

brightest light is blocked at the point where we construct the PDF. a) The contri-

bution to the exitant radiance is shown for each of the four light sources. b) A

uniform PDF yields a high variance. c) The PDF based on the unoccluded irra-

diance does a poor job representing the actual contribution from the light sources.

d) The near ideal PDF yields a low variance.
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3.3.2 Algorithm Overview

Our algorithm starts by dividing the image into 8 × 8 pixel blocks for processing

where each block is computed independently through multiple rendering passes.

The block structure allows us to aggregate sampling information across several

pixels while keeping our data structures small and permitting easy parallel pro-

cessing. For every point we render, we begin with a very simple PDF. We modify

each PDF between rendering passes as we collect light visibility and contribution

information through statistical sampling. We continue to perform rendering passes

on the image block until each pixel in the block has reached our target quality set-

ting. Figure 3.4 provides a simplified overview of our algorithm as a flow diagram.

We numbered the steps in the flow diagram and refer to them when explaining

parts of the algorithm.

Each block is first converted to a set of points in world space where we need

to compute the direct illumination [Step 1]. In the simplest case, this just means

shooting one viewing ray through each pixel to see what surface it hits. If an anti-

aliased image is desired then multiple points are generated per pixel as discussed in

Section 3.6. A block contains multiple pixels and each pixel contains one or more

points. We will use this hierarchy of scales when aggregating statistical lighting

information. A block is then computed using a variable number of passes as follows.

For each point in every pass we construct a probability function over the set of

lights [Step 2a] and sample it some predetermined number of times [Step 2b].

This produces a set of samples on the lights which can be evaluated according to

Equation 3.1. This includes shooting a shadow ray to the light sample to check

visibility [Step 2c]. We also store the result of the sample evaluations [Step 2d]

so that we may use them during our feedback stage [Step FB] at the end of
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Figure 3.4: Overview of multipass algorithm. We refer to the numbered steps in

this diagram throughout the thesis.
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the current pass. The first pass uses simple probability functions that do not use

any feedback information. Subsequent passes use probability functions that blend

this simple probability function with probability functions constructed based on

the results of prior samples averaged over the block and pixel. Regardless of the

sampling data, we never assign a zero probability to any light source. Assigning a

zero probability for a light that actually does contribute would introduce bias into

our PDF. To ensure that our PDF remains unbiased all lights maintain at least a

small base probability.

Next we compute an estimate for the shading value and variance of each

pixel by combining the results from all of the sample points associated with the

pixel [Step 3a]. These results are combined with the results of any prior passes as

described in Section 3.5.3. If the combined variance for the pixel is less than our

target variance threshold, then we assume that the sample mean for the pixel has

converged to be indistinguishable from the expected value [Step 3b]. In this case,

we stop further processing of this pixel, otherwise we will compute more samples

for the points associated with this pixel in the next pass. At the end of a pass we

check to see if there are any remaining points/pixels in the block that have not

satisfied the threshold criteria [Step 4]. If any pixels need further processing, we

use the sampling results from this pass to update the pixel and block statistics

that we use to compute our probability functions. This allows us to improve our

sampling probabilities in subsequent passes. Once all pixels have converged, we

clear all the pixel and block data structures and start processing the next image

block until the image is finished [Step 5].
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3.3.3 PDF Construction and Refinement

We render image blocks with multiple passes so that we can adapt our PDFs in

between passes. The sample data, which is stored at the pixel and image block

level acts as feedback [Step FB] for refining our PDF. To construct the PDF

over the lights for a point during a particular pass j, we combine three different

component PDFs: a uniform PDF pU(`) and two feedback PDFs: pP (`), which is

based on pixel sample data and pB(`) which is based on block sample data. These

functions are defined in detail in Section 3.5.4 and by Equation 3.8. These are

combined together using the weights shown in Figure 3.5 to get an overall PDF:

pj(`) = cU
j pU(`) + cB

j pB
j (`) + cP

j pP
j (`) (3.2)

The exact values of these weights is less important than maintaining a few

important properties. The weights must sum to one. The initial pass can only

use the uniform PDF because no feedback is yet available. Afterward, early passes

should weight block PDF, pB most heavily because it is averaged over the most

data and converges faster. As more data becomes available, the more localized

pixel PDF, pP becomes more reliable and should be given larger weights, since it

is able to locally adapt more precisely.

We also considered adding a point-based PDF that contained sample data

only for its own intersection point. After some testing, we determined that this

additional component PDF did not improve image quality nor improve rendering

speed. In many cases the inclusion of a point PDF increased noise in the rendering

due to the low availability of sample data at such a small scale. The overhead of

working with an additional component PDF also increased rendering times.
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Figure 3.5: The weights used to combine PDFs. cP
j , cB

j , cU
j refer to the weight

assigned to the pixel, block, and uniform PDF for pass j, respectively. Initially, we

use just the uniform PDF. In later passes, we weight the block PDF and then the

pixel PDF more heavily. Toward the end, we use the pixel PDF almost exclusively.

3.4 Clustering

One of the advantages of rendering images on a block basis is that it is an excellent

way to aggregate sample data on light sources. If a scene contains many lights,

it can still be very expensive to generate sufficient sample data for all the light

sources. If we have NL light sources in a scene, we need O(NL) samples in order to

be able to build an accurate PDF. Although trying to generate a PDF from very

sparse sampling data is possible, it is problematic because our algorithm would

interpret the lack of data from unsampled lights as evidence they were occluded.

Ideally we want to subsample the lights as well as assign appropriate probabil-

ities to unsampled light sources. We do this by aggregating sample data on light

sources in the form of light clusters. Again, we wish to take advantage of coher-
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ence. In an image block, neighboring pixels may have similar luminance because

the intersected surfaces most likely have the same BRDF, they see the same light

sources, or they are the same distance away from light sources. Clusters are a form

of spatial coherence. Lights near each other can be clustered due to their similar

visibility, directionality, or distance from the point they illuminate. Figure 3.6

shows an example of how we might want to cluster light sources in a simple scene.

Figure 3.6: We dynamically compute an appropriate clustering based on position.

For the point on the table, all four lights are likely to make a good cluster because

their bounding sphere subtends a small solid angle. For the point on the chair we

may want to subdivide our cluster into two smaller clusters.

If we sparsely sample only a few lights in the cluster, we can estimate the

contribution of the cluster as a whole. We can then make a prediction about the

contribution of individual light sources based on the contribution of their parent
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cluster. In his thesis, Sebastian Fernandez [Fer04] also uses sparsely-sampled hier-

archical light clusters to estimate the contribution of many lights. For each cluster

he defines a representative light source to serve as the estimate for the contribu-

tion of the entire cluster. In our system, we sample all the lights within a cluster

according to their emitted radiance, Le, as referenced in Equation 2.1. The next

section explains why this is a good estimate.

3.4.1 Ideal Cluster Properties

Recall from Equation 2.1 that the exitant radiance due to a light source is a result

of a product of the BRDF fr(), emission Le(), visibility V (), and geometric term.

Consider the point on the table in Figure 3.6 illuminated by the four light sources

in the scene. When evaluating each light in the four-light cluster, the BRDF and

geometric term are likely to have minimal variation. This is related to the fact

that the cluster’s bounding sphere subtends a small solid angle.

The emission can vary greatly (e.g. one light can be much brighter than the

others), but because we know this in advance we can include this into our PDF.

If we sample light sources within a cluster according to their intensity, it will not

be a source of variation or error.

As we mentioned previously, visibility is very difficult to predict and any vari-

ation in visibility across a cluster can invalidate our assumption that the contribu-

tion from all sample points ~yi within a cluster is roughly constant. This can reduce

the effectiveness of our PDF; however, [ARBJ03] shows that visibility is likely to

be very coherent across a small solid angle. Because of this simple fact, we can

usually sample just a few light sources within a cluster and get a very good esti-

mate of visibility for the entire cluster. Furthermore, in the following chapter we
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show extensions that show how to optimally sample clusters with varying degrees

of partial visibility.

3.4.2 Hierarchical Light Clusters

Since the suitability of a cluster depends on its subtended solid angle from the

point being rendered, our clustering scheme needs to be locally adaptive. No

single partitioning of the lights into clusters is likely to work well over the entire

image, but dynamically finding a new cluster partitioning for each surface point

could easily prove prohibitively expensive. To solve this problem we use a global

cluster hierarchy2 to rapidly compute locally adaptive cluster partitions.

A cluster hierarchy is a tree where the leaves are the individual lights and the

interior nodes are light clusters that contain exactly the lights below them in the

tree. We define a cut through the tree as a set of nodes such that every path from

the root of the tree to a leaf will contain exactly one node from the cut. Each tree

cut thus corresponds to a valid partitioning of the lights into clusters.

We use a greedy algorithm to build our cluster hierarchy. We start by con-

verting each light source into a cluster that contains just the light itself. We then

use a bottom up binary tree building approach where we progressively pair clus-

ters together starting with the pair that has the smallest bounding sphere. For

efficiency, we can also define a maximum cluster size based on the dimension of

the scene. In addition we want to prevent dissimilar lights from being clustered

together. The emitted radiance of a cluster that contains both omni-directional

lights and oriented lights will vary greatly with different viewing angles. For this

2This is part of work done in collaboration with Dr. Bruce Walter, Prof Kavita
Bala, Dr. Sebastian Fernandez, and Prof. Donald P. Greenberg
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reason, omni-directional lights have their own hierarchy and oriented lights are

only clustered with other oriented lights if they have a similar orientation. Envi-

ronment maps are also handled explicitly in a separate data structure. In the end

we have a “forest” of binary light cluster trees: one for environment maps, one tree

for omni-directional lights, and six trees for oriented lights–one corresponding for

each of the six cardinal directions in world space (i.e. X+, X-, Y+, Y-, Z+, Z-).

For static environments, we compute the cluster hierarchy only once per scene.

Then when shading each point, we can quickly and dynamically compute a cut,

or appropriate clustering of lights that is specific to that point by traversing the

hierarchies.

3.5 Implementation

In this section we discuss the implementation details of all the steps outlined in

the flow diagram (Figure 3.4).

3.5.1 Preprocessing a block

Before we begin rendering our pixels, we need to compute the appropriate set of

points and to compute a cut through the cluster hierarchies for each point [Step 1].

This is done for every pixel in the block. We only compute this information once

and then reuse it for every rendering pass on that block.

This initial stage begins with computing the set of points that we want to

sample during the rendering passes. For each pixel p in the current block B, we

calculate one or more intersection points of the eye rays with the scene geometry.

We cache this set of points called Xp for each pixel since we will reuse the same
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set of intersection points for each pass. In Section 3.6 we discuss a novel approach

toward pixel anti-aliasing that is particularly well suited for this algorithm.

For each element of Xp we also compute our light cluster cut. We start at the

root node of each cluster hierarchy tree and progressively subdivide clusters that

are larger than a pre-specified solid angle. We add the largest clusters that are

below the solid angle threshold to the cluster cut. As explained in Section 3.4.1,

using a solid angle metric takes advantage of coherence in visibility across a small

region in space. The clustering also has some benefits when it comes to sampling

a point, which we discuss in Section 3.5.2. Refer to Figure 3.7 for a graphical

representation of this step.

For each cluster we encounter while traversing down the tree, we also perform

some simple geometric tests to determine if it can be immediately disregarded

because it will not contribute any irradiance at our intersection point. These tests

include pruning out clusters on the opposite side of the surface normal or clusters

with oriented lights that all face away from our intersection point. Because the size

of the cut typically varies logarithmically with the number of lights in the scene,

the expense of these tests is minimal even in scenes with hundreds or thousands

of lights.

For environment maps, we do not have a hierarchical structure; each region in

the map will always subtend the same solid angle regardless of the point in the

scene. As a result, we just add each environment region to the cut unless the entire

region is on the opposite side of point’s surface normal.

Performing these geometric tests on the clusters is effective and worthwhile

because it allows us to quickly prune out any clusters that will provably not con-

tribute. As we mentioned in Section 3.3.2, it is important that our PDF be un-
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Figure 3.7: A graphical representation of [Step 1] of the multipass algorithm

showing how we a) compute the surface intersection points for each pixel and b)

the cuts through the cluster hierarchies for each point.

biased. Setting a zero probability to a non-contributing light does not introduce

any bias, but it does help our PDF converge to the ideal more rapidly. It will

also prevent any wasted effort going toward setting up and tracing shadow rays to

lights that we know cannot contribute.

3.5.2 Sampling at a point

For each point x ∈ Xp we want to define a PDF [Step 2a] over the light sources

specific to that point and then proceed to sample that PDF [Step 2b] and trace
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shadow rays [Step 2c]. The initial pass is different from all subsequent passes

because we start without any sample data. The primary purpose of the first pass

is therefore not to estimate the value of the pixel, but rather to “seed” our sample

data [Step 2d]. We do this by constructing an initial PDF that equally weights all

clusters in the cut. Sampling uniformly over light clusters is superior to sampling

uniformly over all light sources because it allows us to radially stratify our samples

in a hemispherical space centered at ~x. This sampling is roughly equivalent to

sampling inversely-proportional to the distance-squared, except that it allows us

to stratify our samples to ensure that each cluster receives a sample. In effect, this

places a greater density of samples close to the intersection point and allows us to

capture small visibility features. Given an equal budget of samples between the

two sampling techniques, uniform sampling over the light sources would oversample

distant groups of light sources and undersample nearby light sources. Uniformly

sampling the clusters is also consistent with how we construct the PDFs for sub-

sequent passes. Because our algorithm constructs PDFs by assigning probabilities

to clusters, it is important that each cluster have a good distribution of samples.

When constructing our first sample-driven PDF, it is better for all clusters to have

some samples than for some clusters to have many samples and some clusters to

have few or no samples.

For all other passes we compute PDFs that depend on sample data collected in

previous passes. The feedback step [Step FB] accumulates and averages sample

data collected during the last pass at [Step 2d] and combines it with sample data

collected during all the previous passes. The PDF for a point is a blending of three

different functions, two of which are based on sample data. Section 3.5.4 describes

in detail how we store and use our sample data to generate these functions.
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3.5.3 Computing the pixel estimate

In each pass j, and for each pixel p, we compute a pixel estimate [Step 3a], Ip,j, of

the exitant radiance using Equation 3.1 and an associated error estimate [Step 3b]

that is used as a termination criterion. We want to use all previous pixel estimates

to increase the accuracy of our combined estimate. We now describe how to com-

pute these estimates across multiple passes.

The error estimate for pixel p in pass j is computed as the sample variance,

s2
p,j, of all the light samples for that particular pixel. We must be careful to use an

unbiased estimator of sample variance. The exact estimator used is described in the

appendix. The sample variance is computed numerically using the stored sample

data. We can then compute an overall pixel estimate and sample variance that is

weighted over all passes in a way that minimizes total variance [DBB03]. Given

the current pass’s sample variance s2
p,j as well as the sample variance computed

from the previous passes s2
p,0 · · · s2

p,j−1 the overall sample variance for the pixel, s2
p,

is then computed using equation 3.3:

s2
p =

(
j∑

i=0

1

s2
p,i

)−1

(3.3)

Similarly, let Ip be the estimated value of pixel p that combines pixel intensities

from passes 0..j as given by equation 3.4 below:

Ip =

(
j∑

i=0

Ip,i

s2
p,i

)
∗ s2

p (3.4)

Termination criterion: For termination, we test s2
p/I

2
p > t, where t is the thresh-

old we use as a termination criterion [Step 4]. If this inequality is satisfied, then

we mark that pixel as completed and compute its final value Ip. Note that this

inequality normalizes for pixel intensity. In subsequent passes, we only continue
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working on pixels in the block that have not yet converged. If after any pass,

we find that all the pixels in a block have a sample variance s2
p that is below our

threshold variance, we can stop rendering that block and move on to the next

one [Step 5].

3.5.4 Storing statistics and constructing PDFs

We keep statistics about the results of prior lighting samples in order to evolve

and improve our sampling PDFs. This allows our PDFs to automatically adapt

to handle conditions such as occluded clusters. Since we sample clusters with a

high contribution with greater probability, our algorithm is also able to efficiently

capture glossy highlights.

To accomplish this task we keep track of the average contribution and visibility

of each light averaged over the block and each pixel in the block. Figure 3.8

explains the need for multiple levels of granularity in the storage of sample data

and the resulting need for a blending of multiple PDFs. Rather than store the

result of every single sample evaluation, we only keep track of running sums of

exitant radiances for each of the light sources as well as a counter on the total

number of samples and the number of visible (unoccluded) samples. We also

propagate the sample information from the individual light sources up the cluster

hierarchies. This way, if two points have different cluster cuts they can still share

sample information to some extent.

As mentioned in Section 3.5.2, we assign probabilities to clusters instead of

individual light sources. This reduces the overhead involved in building a PDF,

which can be a significant performance gain in scenes with many lights since the

size of the cut is significantly less than the number of lights in the scene (Table 4.5).
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We sample light sources within a cluster proportionally to the emitted radiance

of each light in the cluster. Standard sampling techniques can be used to pick

the point within a light once it is chosen, such as uniform area sampling or the

techniques of [SWZ96]. We use uniform area sampling for all planar light sources

and uniformly directional space sampling for spherical lights.

In order to construct PDFs from sample data, we need an effective method of

organizing and accessing the sample data. Because an optimal PDF is proportional

to the actual function it is trying to estimate, our sample data must keep track

of the average contribution of light clusters. In addition we want to measure the

average behavior of clusters at different image space granularities–namely at the

block and pixel level.

We can express the process of storing statistics as follows. For any block, let

R be a set consisting of pairs of points {~xi, ~yi} that define light evaluations (i.e.

~yi is a point on the light source and ~xi is a point being illuminated) which were

evaluated using Equation 3.1. Let R` be the sample mean for all evaluations that

sampled light `. Remember that in our hierarchical light clustering, ` can be either

a light or a cluster of lights. Let RA
` be the set of all light evaluations for light `

from points ~xi ∈ A. Figure 3.9 uses color coding on a simple scene to visualize the

set A for a block or pixel. Finally, let RA
`,j be the set of all light evaluations using

Equation 3.1 from points in the set A to points on light ` up through pass j.

Let L(~xi, ~yi) be the result of the light evaluation which is the same as evaluating

Equation 3.1 using just one sample.

L(~x, ~yi) =
V (~x, ~yi) fr(~x, ~yi) Le(~x, ~yi) G(~x, ~yi)

p(~yi)
(3.5)

The estimated contribution of a light ` over a set A for samples through pass j
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Figure 3.8: The figure on the left is a rendering of Grand Central Terminal.

On the right we show a closeup of an 8 × 8 pixel block. The white area at the

top is a light that is visible through the 8 × 8 pixel block. This light has a very

high contribution for the pixels at the top of the block and little to no contribution

for the pixels at the bottom. Averaged over the entire block the exitant radiance

of the light is about an order of magnitude greater than all the other contributing

lights combined. Sampling according to just the block PDF would produce very good

results for the top pixels and very noisy results for the bottom pixels. We need a

finer measure of granularity in our PDF construction to be able to capture the

sharp differences in lighting that can occur across the pixels in a block. For this

reason our algorithm creates a final PDF at a point from a linear combination of

a uniform PDF as well as other PDFs generated from block- and pixel-based data.
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can be written as:

CA
`,j =

1∣∣RA
`,j

∣∣ ∑
{~xi,~yi}∈RA

`,j

L(~xi, ~yi) (3.6)

Naively, we may want to assign probabilities to clusters proportionally to the

contribution C, but it turns out that this is ideal only when considering point

lights. Area lights and clusters are not point entities and may have a continuous

distribution and partial visibility, but algorithm assigns probabilities in a very

discretized way.

Our intuition is that we need to consider partial visibility as well as radiance

contribution when assigning probabilities. To find the optimum probability, we

minimize for variance which we define in terms of contribution and occlusion per-

centage. Let u be the visible fraction of a light when viewed from the point we are

trying to render. The variance minimizing probability is thus proportional to C√
u
.

We provide a proof of this result in the appendix.

Another benefit of the
√

u term is that it changes the relative weighting of light

sources in a helpful way. Lights with partial visibility are given more samples than

they would get without including this term. Given the positive feedback nature

of this algorithm it is very possible that the PDF may undersample some of the

highly occluded but still important lights. The
√

u term reduces this tendency.

To be consistent with our algorithm let uA
`,j be a fraction where the numerator

is the number visible light evaluations and the denominator is the total number

light evaluations sent from all surface points in the set A to all sample points on

light ` up through pass j. Thus the probabilities should be proportional to:
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FA
`,j =

CA
`,j√
uA

`,j

(3.7)

A PDF for pass j can be constructed from the samples from all prior passes as:

pA
j (`) =

FA
`,j−1∑

l∈S FA
l,j−1

(3.8)

where S is the set of all clusters in the current cut.

We use this equation to compute the pixel and block PDFs for a pass by

evaluating this equation with the set A replaced by the points associated with a

pixel or block respectively. Remember that we do not actually need to keep all

the individual light sample results; instead, we can just keep track of the running

sums in Equation 3.6 for the block and each pixel in it.

We are able to further improve our performance by breaking the pixel and block

statistics into different sets based on the surface normal of the point being shaded.

We divide the normals into six sets using a cube decomposition of direction space

aligned with the world space axes (i.e. X+,X-,Y+,Y-,Z+,Z-). We do this to prevent

dissimilar samples from being averaged together. We then split the pixel and block

statistics correspondingly and only use data from points with the same normal

classification when computing the pixel and block PDFs for a point. Figure 3.9

shows how points on different surfaces can have their sampling statistics combined

if their surface normals are similar.
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Figure 3.9: The image on the left is a rendering of a simple scene while the color

coded image on the right represents what we might see through an 8×8 pixel block.

Since we only combine sample data for surfaces with similar normals, the color

coding (Cyan, Magenta, and Yellow) shows how we would separate our sampling

statistics for this particular image block. When generating a block PDF for a point

on a magenta region, we use all sample data from all magenta regions. When

generating a pixel PDF for a point on a magenta region, we use all sample data

from all magenta regions within just that pixel. We combine sample data even if

they lie on separate planes such as the top of the box and the floor the box is resting

on.
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3.6 Adaptive Anti-Aliasing

To anti-alias our image we use the standard technique of supersampling the pixels

by generating multiple eye ray intersections per pixel. The degree of aliasing varies

inversely with the number of samples (intersections) used to estimate the pixel,

therefore we want to have as many intersections as possible.

3.6.1 Requirements

Many adaptive anti-aliasing algorithms for Monte-Carlo ray tracing use a technique

known as adaptive progressive refinement [PS89]. Typically, adaptive progressive

refinement traces and shades eye rays to the pixel until all pixel samples reach some

variance threshold. Since the multipass rendering approach in this thesis assumes

that we know all intersection points within a pixel before we start rendering it, we

cannot just simply create more intersections per pixel as we need them. Our other

requirement is keeping the number of intersections per pixel low because a large

number would add significant overhead to PDF construction for each pass. We

would like to find a small set of representative points per pixel that still accurately

represents the discontinuities present in the pixel. Our first priority should be to

handle the geometric boundaries rather than shadow boundaries since the former

tend to be more visually apparent. Also, since area lights create soft shadows,

shadow anti-aliasing is less of an issue.

3.6.2 Approach

The simplest way to meet our first requirement is to trace a predetermined number

of eye rays and record their intersections. A more intelligent method would use an
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adaptive stopping criterion that is based on some estimate of either the complexity

or variation of the intersection points within a pixel. Both of these approaches

however would prevent us from meeting our second requirement of keeping the

number of intersection points low.

Our solution is to group similar intersection points together and create non-

uniform sized sub-pixel regions. Each region will have a representative intersection

point near the center and an estimate of its sub-pixel area. The best way to

visualize these regions is to imagine them as being small planar surfaces in space

of constant color. This allows us to get the anti-aliasing benefits of tracing multiple

eye rays while only having to shade a small subset of those points. Since we expect

geometric discontinuities to be the major source of aliasing, our metric groups

intersection points based on similar geometric features.

Finally we need to place a limit on the size of these regions. We set our

region size limit to one-quarter of the pixel radius. In pixels with no geometric

discontinuities this will generate a minimum of four regions per pixel and should

be sufficient for almost all shadow anti-aliasing needs. The number of regions per

pixel increases with the geometric complexity within the pixel. We use the ray

differential [Ige99] as a convenient means to determine how close two intersection

points (which are in world space) are in image space.

3.6.3 Implementation

Now that we have an approach that meets our requirements, we will explain how

we construct these regions, how we choose the representative point, and how we

determine the sub-pixel area of these regions. The representative point will con-

tain a record of material at the point and its surface normal. The selected point
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determines the cut in the global light cluster hierarchy and the construction of our

PDF.

To find these regions, we start by firing an initial set of twenty rays from

the eye through each pixel. We want to bundle similar intersections with similar

characteristics into regions. Each intersection from a traced ray can either form

it’s own region or it can join another existing region. If a new region is formed,

the first intersection point becomes the representative point for that region. The

criteria for a ray joining a region are that its intersection point must:

(a) lie in the same plane as an existing region and have the same material

(BRDF)

(b) be within the region’s radial extent.

After shooting this initial set of rays we need to decide if we should send more

rays or if our initial set is sufficient to characterize the entire pixel. If all the rays

hit the same surface then the initial set is probably sufficient. We can keep track

of the number of unique surfaces by checking when the new intersection point fails

the grouping test. If it fails at the first condition then we know we hit a unique

surface. Our metric for determining how many eye rays to send is the number of

unique surfaces in a pixel. We maintain a ratio of twenty pixel samples per unique

surface up to a maximum of sixty samples for three unique surfaces.

After we have evaluated all our eye rays and created the regions for a pixel, we

only need to determine what ratio of eye rays hit that region with respect to all

the pixels for the region. One can think of this ratio as the area of the sub-pixel

region with respect to the area of the pixel. To minimize the variance of the pixel,

we want to minimize the variance × area of sub pixel regions. We know that
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Figure 3.10: In this figure we will show the process we use to subdivide a pixel

into regions and the representative points that we use for pixel anti-aliasing. a)

An 8× 8 pixel block from figure 3.9. b) Closeup of pixel (3,0) after firing the first

three eye ray intersections. All rays hit a unique surface. c) The fourth ray (blue)

hits a non-unique surface but it is too far away to be grouped with the previous ray

(green) that hit the same surface so it forms a new region. d) The fifth ray (yellow)

hits a non-unique surface and is sufficiently close to one of the pre-existing regions.

e) Pixel after firing a total of 32 rays and grouping them according to our criteria.

f) A false-color visualization show what the regions for this pixel look like. The

X’s in each region symbolize the first eye-ray intersection that created the region.

Any additional rays fired would be grouped in one of these existing regions. The

sub-pixel area of these regions is estimated by the number of rays that hit the region.
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variance varies inversely with the number of samples and thus to minimize overall

pixel variance during rendering, we split our budget of shadow rays for a pixel

proportionally to the area of the region.



Chapter 4

Results

In this chapter we will provide results for our direct illumination algorithm (Iter-

ative Adaptive Sampling) and compare it to a reference solution in terms of both

speed and quality. Recall our primary observation. While a scene with complex

lighting may have many lights visible in a single image, at any particular surface

intersection point only a few lights may actually be visible and contributing to

the total irradiance at the surface. Our algorithm achieves nearly an order of

magnitude speed increase because we exploit this finding in a variety of ways.

Our algorithm is based upon the concept of sampling light sources in proportion

to their actual contribution of a pixel’s exitant radiance. We do this by iteratively

modifying a probability density function (PDF) until it captures the local lighting

configuration. We use sample data collected during rendering as feedback to drive

the modification of the PDF. Our algorithm takes advantage of coherence in image

space by aggregating sample data on both a per-pixel and per-block level as well

as coherence in world space by aggregating sample data on light clusters. Through

feedback and aggregation we are able to reduce the number of shadow rays we have

to evaluate in order to accurately determine the exitant radiance for a pixel. Since

48
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shadow rays are typically the most expensive computation of a ray tracer, our

primary performance speed-up comes from this reduction. We are able to achieve

further performance enhancement though the efficient usage of hierarchical light

clusters and “cuts” through the tree hierarchy.

4.1 Test Setup

4.1.1 Algorithm Comparison

We compare our algorithm to a reference algorithm that samples according to the

unoccluded irradiance of a light source. In scenes that contain direct lighting from

an environment map, samples are split between the lights in the scene and the en-

vironment map proportionally to total unoccluded irradiance. Sampling within the

environment map is performed using Structured Importance Sampling [ARBJ03].

For both Iterative Adaptive Sampling and the reference solution we stratify the

environment map with 300 regions and use jittering and pre-integration.

We rendered our images at 1024× 1024 resolution with anti-aliasing on a dual-

processor 1.7 GHz Pentium 4 Xeon computer with 1024MB of memory.

4.1.2 Models

We tested our algorithm on three different models. One of which, the Kitchen,

has two different lighting scenarios, thus providing us with a total of four testing

environments. The Kitchen model is our simplest scene with 72 area lights and 338

thousand triangles. Kitchen 2 is identical to the Kitchen except that it also contains

lighting from an environment map. The windows are not visible in the viewpoint of

the kitchen which we rendered but they are directly behind the camera. The third
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model, Ponderosa is geometrically simple with only 131 thousand triangles, but

it contains 138 point light sources as well as direct lighting from an environment

map. Our final model, Grand Central Terminal is a model of the Grand Concourse

Lobby of the famous train station in New York City. It is our most complex model

with over 1.5 million triangles and over 800 light sources, of which 219 are spherical

area light sources. We have summarized the basic statistics for the four models in

Table 4.1. Renderings of the four environments are shown in Figure 4.1 through

Figure 4.4.

Table 4.1: Model Statistics

Lights
Model Triangles Point Area Environment Map

Kitchen 338K 0 72 No
Kitchen 2 338K 0 72 Yes (300 Regions)
Ponderosa 131K 138 0 Yes (300 Regions)
Grand Central Terminal (GCT) 1527K 613 219 No
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Figure 4.1: Kitchen Model
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Figure 4.2: Kitchen with Environment Lighting
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Figure 4.3: Ponderosa
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Figure 4.4: Grand Central Terminal
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4.2 Reference Solution Implementation Details

We want to compare our algorithm to an industry standard ray tracer in order

to have a fair and meaningful comparison. The reference algorithm we use for

the purposes of comparison is also a Monte-Carlo ray tracer except that it uses a

fixed PDF on the light sources that is proportional to their unoccluded irradiance.

We also tested a reference solution with a PDF that weights the lights sources

uniformly, but found that unoccluded irradiance outperforms it by nearly a factor

of two for all of our scenes.

To anti-alias the image for our reference algorithm we intersect each pixel a

minimum of twenty times. For each eye ray intersection we compute an appropriate

PDF which we then sample multiple times. The reference solution also uses an

adaptive stopping criterion that continues to intersect the pixel and sample a

new PDF until the relative sample variance of all of the light samples is below

a threshold. The identical stopping criteria allow us to perform an equal quality

comparison of our algorithm with the reference solution. Since the relative variance

stopping criterion for the reference solution also considers variance due to pixel

aliasing, we also achieve a form of adaptive anti-aliasing for each pixel. We also

perform equal time comparisons to show how well the reference solution would

perform if given an equal time budget as our algorithm.

One of the drawbacks of the reference algorithm is trying to find the right dis-

tribution of shadow rays versus eye rays per pixel. Since the cost to compute a

PDF based on unoccluded irradiance can be expensive for scenes with multiple

lights, it is important to sample a PDF multiple times per eye ray intersection for

best performance. For optimum performance we need to minimize the number of

primary intersections (and hence PDF calculations) while still maintaining suffi-
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cient pixel anti-aliasing properties. If we do not meet the right balance, we may

oversample the lights for a pixel while undersampling the pixel’s geometry and

spending a disproportionate amount of time trying to define PDFs. Our multipass

algorithm does not suffer from this problem since we compute the degree of pixel

anti-aliasing before we begin rendering.

4.3 Resulting Images and Execution Timings

In this section we provide both qualitative and quantitative comparisons of our

algorithm with respect to the reference ray tracer described in Section 4.2.

4.3.1 Quantitative Comparison

We list the times needed to render a reference image, an image of equal quality

using our algorithm, and the speed-up of our algorithm over the reference solution

in Table 4.2.

Table 4.2: Same Quality Rendering Time Performance Results

Rendering Time
Model Reference (s) Iterative Adaptive (s) Speed-up

Kitchen 15,364 1,726 8.9x

Kitchen 2 68,392 8,368 8.2x

Ponderosa 53,328 5,604 9.5x

GCT 57,432 7,136 8.0x

By examining the average number of shadow rays per pixel in Table 4.3, we can

see immediately that the reduction in shadow rays is the dominant factor in the

computation acceleration. This reduction is primarily attributable to the adaptive

PDF based on unoccluded light sources. Further performance speed-ups beyond
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Table 4.3: Same Quality Light Sample Count Performance Results

Average Shadow Rays Per Pixel
Model Reference (s) Iterative Adaptive (s) Reduction

Kitchen 1,870 278 6.7x

Kitchen 2 9,916 1,604 6.2x

Ponderosa 10,772 1,290 8.3x

GCT 6,048 1,012 6.0x

shadow ray reduction are achieved through the use of hierarchical clusters and

tree-cuts, as explained in Section 3.4.

4.3.2 Qualitative Comparison

For the Grand Central model we show a side-by-side equal time and equal quality

comparison in Figure 4.5. Due to the limited printing resolution, it is almost

impossible to notice any differences in the renderings. For this reason we provide

closeup shots of the images to bring attention to quality differences and similarities.

Notice that there is no perceptible difference in the equal quality comparison even

in the closeup of the soft shadow region. For the remaining scenes (Figures 4.6, 4.7,

and 4.8) we only show equal time image comparisons.



58

F
ig

u
re

4
.5

:
G

ra
n
d

C
en

tr
al

T
er

m
in

al
Q

u
al

it
at

iv
e

C
om

pa
ri

so
n
.

T
he

bo
tt
om

ro
w

co
n
ta

in
s

cl
os

eu
ps

sh
ow

in
g

ho
w

th
e

tw
o

al
go

ri
th

m
s

co
m

pa
re

w
he

n
re

n
de

ri
n
g

so
ft

sh
ad

ow
s

ca
u
se

d
by

m
an

y
li
gh

ts
an

d
m

an
y

oc
cl
u
de

rs



59

Figure 4.6: Kitchen Qualitative Comparison. The bottom row contains closeups

showing how algorithm is better able to capture glossy highlights.
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Figure 4.7: Kitchen with Environment Lighting Qualitative Comparison. The

bottom row contains closeups showing the effectiveness of our algorithm when ren-

dering scenes with direct illumination from environment maps.
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Figure 4.8: Ponderosa Qualitative Comparison. In this scene, on average 96% of

the lights are occluded for any point in this scene. The bottom row contains closeups

that show how our algorithm can effectively render scenes with environment maps

even when occlusion is very high.
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4.4 Visualizations and Detailed Results

In this section, we provide additional images and statistics to better explain the

behavior of our algorithm. The explanatory figures reveal the effects of visibility

and occlusion, the benefits of using an adaptive PDF, and the efficiency of the

clustering and tree-cut routines.

4.4.1 Visibility and Occlusion

In Table 4.4 we provide details on the visibility of the light sources and environment

map regions in each of the scenes. Note that for all scenes, a large majority of the

lights and environment map regions contribute somewhere in the viewpoint. On

a per-pixel level, the visibility statistics are quite different. The Ponderosa model

has the largest disparity where 100% of the sources are visible at some intersection

point in the image and on average only 4% are visible from individual surface

points. Figure 4.9 is a false-color visualization of the combined per-pixel visibility

of light sources and environment map regions.
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Figure 4.9: Average Light Source Visibility False Color Visualizations. Blue rep-

resents surfaces where a great majority of the lights are occluded while red represents

surfaces that have a greater number of contributing lights.

Table 4.4: Visibility Statistics

Light Emitter Visibility

Total Environment Per Viewpoint Per Pixel

Model Lights Map Regions Lights Regions Combined

Kitchen 72 0 62 (86.1%) N/A 11.5 (16.0%)

Kitchen 2 72 300 62 (86.1%) 197 (65.7%) 64.1 (17.2%)

Ponderosa 138 300 138 (100%) 300 (100%) 17.5 (4.0%)

GCT 832 0 822 (98.8%) N/A 279 (33.5%)
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4.4.2 PDF Adaptation

Figure 4.10 shows how our PDF adapts to local lighting conditions at two different

surface intersection points–one point (x1) has more open visibility while the other

point (x2) is mostly in shadow. This environment has 832 lights, but it has been

reduced to 103 clusters for point x1 and 81 clusters for point x2. From this figure we

can see that the PDF for the first feedback-driven pass, where the block component

PDF is weighted heavily, varies greatly from the initial uniform PDF each point

starts with. With additional passes we are able to achieve more accurate PDFs

due to a combination of two reasons: 1) the greater availability of samples and 2)

the heavier weighting of the pixel component PDF that is able to better capture

local lighting configurations. Consequentially, we have a reduction in the number

of shadow rays cast.

After ten passes, the relative weights we assign for the uniform, block, and

pixel component PDFs no longer change (see Figure 3.5). We do however continue

evolving the probabilities within our component PDFs past that stage because

we still collect sample data. After fifteen passes, we determined that additional

sampling did not have much of an effect on final image quality for the scenes we

tested.

4.4.3 Clustering

As described in Section 3.4, clustering reduces the effective number of lights we

have to consider. The real issue is how large can we make the clusters to maximize

efficiency without sacrificing the benefits they provide us. In [ARBJ03], the authors

determine that 0.01 steradians is a conservative metric for the average visibility

feature size of most scenes. This means that a single sample on a light source
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Figure 4.10: a) A rendering of Grand Central Terminal with two points high-

lighted. b-e) The adaptation of PDFs for the two points. We have omitted the

initial PDF (pass 0) for both passes since it is just uniform for all lights. Point x1

requires two additional passes, while point x2 requires six additional passes.
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(or environment map region or cluster) that subtends less than 0.01 steradians

from a surface intersection point should reliably predict visibility. We use a more

aggressive value of 0.02 steradians because we will sample each cluster multiple

times. A higher cluster size maximum reduces the number of clusters in the cut

which effectively makes PDF construction more efficient. Setting the threshold

much larger than 0.02 steradians would significantly reduce spatial coherence across

a cluster.

Table 4.5 provides statistics on the average number of clusters per cut in each

of the four test environments. Remember that in our system we define a cluster

as either a group of lights in the scene or an environment map region.

Table 4.5: Clustering Statistics. The fourth column represents the average num-

ber of clusters per cut that are composed of grouped light sources, while the fifth

column represents the the number of clusters per cut that are environment map

regions. The two numbers combined represent the number of clusters per cut. The

percentage in column four refers to the number of clusters in the cut when com-

pared to the number of lights in the scene. In effect this shows the scalability of

our clustering with the number of lights.

Total Environment Average Number of Clusters Per Cut
Model Lights Map Regions Lights Map Regions

Kitchen 72 0 24.4 (33.9%) N/A
Kitchen 2 72 300 24.4 (33.9%) 175
Ponderosa 138 300 47.6 (34.5%) 164
GCT 832 0 81.0 (9.70%) N/A
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4.5 Performance and Efficiency Analysis

Our algorithm performs better than the reference solution for two main reasons.

The primary performance benefit is a result of evaluating fewer shadow rays. This

is possible because of our adaptive PDFs, which yield low sample variance results.

The secondary benefit comes from lower overhead for PDF construction, which

is affected by several factors. The use of clustering can have a very noticeable

impact on PDF construction speed, especially in scenes with many lights such as

Grand Central Terminal where the number of clusters in each cut is on average

less than one-tenth the number of lights in the scene. Because we do not need to

consider every single light source individually, our algorithm is far more efficient

when defining a PDF over multiple light sources. Furthermore, due to our adaptive

anti-aliasing, we can significantly reduce the number of viewing rays we have to

trace. This in turn also reduces the number of PDFs we have to construct.

4.6 Implementation Details

In this section we list and discuss the various constants and settings we use in

our algorithm. These constants are not critical to the understanding the Iterative

Adaptive Sampling algorithm or its effectiveness, but they are necessary to someone

implementing this algorithm. We used these parameters for all of our renderings

and therefore believe them to be conservative and scene independent.

4.6.1 Shadow Rays Density per Pass

We sample the PDF a variable number of times per pass depending on the number

of clusters in the cut, NC . For all passes we sample the PDF 1.5 × NC times
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per pixel appropriately distributed according to the sub pixel area associated with

each pixel’s intersection points. We choose 1.5 × NC as our metric because when

combined with stratified sampling, it places at least one sample per cluster in the

initial pass, assuming all surface intersection points share the same cut. While

1.0×NC may provide a similar guarantee, we choose a more conservative value of

1.5×NC because we know that all surface points within the pixel will not always

have the same cut. We also set a minimum of 50 samples per pixel per pass, and

a maximum of 150 samples per pixel per pass for all passes except the initial pass.

We do not set a maximum for the initial pass since it is important to have at least

one sample per cluster per pixel

As an optimization, at the end of a pass, we further sample a pixel with the

same PDF if its relative variance is very close to the threshold. Given the combined

sample variance of all previous passes and our threshold variance, we solve for the

sample variance we need for a pass to reach the threshold. If the sample variance for

the current pass is within a factor of two of the needed sample variance, we continue

sampling the current pixel with the current PDFs associated with the points in

increments of 25 shadow rays until we achieve the needed sample variance. This

eliminates some overhead in building PDFs and it also allows us to sample the

pixel in smaller increments when we are close to reaching convergence.

4.6.2 Avoiding Undersampling

While the main purpose of the uniform PDF is to ensure that we have a good

distribution of samples to start with, it also ensures that we have an unbiased

PDF. The problem arises when both the point and block PDFs assign a zero

probability to a light that has a noticeable contribution. The additional weight
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added by the uniform PDF is typically not enough to accurately represent the

actual lighting and as a result we have noise in our PDF. If the block PDF fails to

capture a contributing light, then there is no way the pixel PDF can account for

this light since it only contains a subset of the block’s sampling data.

To ensure that clusters are not prematurely given a zero probability in the

block PDF, we make a special sample density requirement. If a cluster in a cut

has not received any samples on the block level, or if it has received less than

four samples, all of them being occluded, we set its probability to be equal to the

average probability of all the other clusters in the cut rather than zero.

4.6.3 Anti-Aliasing

Recall that in our anti-aliasing algorithm described in Section 3.6 we trace a large

number of primary visibility rays and group their surface intersection points to

form a smaller set of surface points. Our metric to determine how many rays to

trace is not only dependent on the number of unique surfaces we hit within a pixel,

but also image resolution. At a higher resolution, we will have less aliasing than at

a lower resolution, thus reducing our need for many primary rays. We use a ratio

of twenty-five rays per unique surface for resolutions of 512× 512, twenty rays per

unique surface for image resolutions of 1024 × 1024, and a ratio of of fifteen rays

per unique surface for resolutions above 1200× 1200.

For the scenes and image resolutions that we tested, on average our adaptive

anti-aliasing uses less than ten representative points per-pixel. This is a good result

considering we group a minimum of twenty intersections and as many as sixty. See

Table 4.6 for exact per-scene averages.
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Table 4.6: Additional Per Pixel Statistics. Recall that our adaptive anti-aliasing

algorithm creates a set of “regions,” which are a one-to-one mapping of intersection

points that represent sub-pixel areas or regions.

Per Pixel Averages
Model Anti-Aliasing Regions Rendering Passes

Kitchen 10.1 2.7
Kitchen 2 10.1 4.5
Ponderosa 9.8 3.3
GCT 8.8 5.5

4.6.4 Termination Condition

Through Figures 4.9 and 4.11 we can see that the most difficult pixels to render are

those that have the greatest amount of occlusion. Though it may seem counter-

intuitive, rendering time increases as the number of contributing light sources

for each pixel decreases. The required number of light samples and shadow ray

evaluations necessary to reach convergence for a dark pixel can be unreasonably

large, especially if the pixel is near the black point1 of the image. This is because

our metric of relative sample variance is based on Weber’s Law, which states that

amount of error the human visual system can perceive in a pixel is proportional

to the base luminance of the pixel. The error tolerance is far too conservative for

very dark pixels because the limiting factor is actually our display device at those

low luminances.

To prevent unnecessary oversampling, we apply a maximum cutoff on the num-

ber of shadow ray evaluations for a pixel. For our Iterative Adaptive Sampling al-

gorithm, we set a maximum of fifteen passes. We chose this maximum because we

1The black point is the pixel intensity below which all values are mapped to
black by our tone-mapper.
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Figure 4.11: Number of Rendering Passes Performed per Pixel
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found that the image does not show any perceptible improvement after a certain

number of passes. For the reference solution we set a maximum of 20,000 shadow

rays. The ideal solution would be to use a more sophisticated stopping criterion

based on perceptual metrics.

On the other hand, it is also important not to prematurely label a pixel as

black simply because all shadow rays evaluated for the pixel were occluded. For

both our algorithm and the reference solution, we require a minimum number of

shadow ray evaluations before determining that a pixel is completely in shadow

and therefore black. These minimums are necessary to prevent speckling in our

images from false-positives (i.e. prematurely labeling pixels as black).

Since our adaptive algorithm aggregates sample data across multiple pixels and

multiple light sources, we can more reliably determine if a pixel is indeed black. In

our algorithm, if we have not sampled a visible light after at least 3 passes and 250

shadow rays, we stop sampling the pixel and set it to black. This works very well

in almost all situations and produces no false-positives. In both the Grand Central

and Ponderosa scenes, the reference solution has difficulty in reliably detecting

a fully occluded surface within a pixel unless given the much larger minimum

threshold of 2,500 shadow rays. The optimum number for the reference solution is

highly scene dependent, but in order to provide a valid comparison, we performed

several renderings and set the value as low as possible for each scene.



Chapter 5

Conclusion

Through the use of intelligent sampling over the light sources, Iterative Adaptive

Sampling is able to achieve nearly an order of magnitude speed-up over a standard

Monte-Carlo ray tracer in architectural scenes containing complex direct illumi-

nation. We designed our algorithm based upon observations we made on average

light source visibility patterns. While a scene with many lights may have nearly

all the lights contributing in a single image, on average only a small subset of the

lights actually affect the illumination of any surface intersection point. We are

able to achieve our performance improvement as a result of several novel compo-

nents working together to profit from our finding on the average visibility of light

sources.

Our primary performance gain comes from reducing the amount time spent

on the most expensive part of Monte-Carlo ray tracing, namely computing the

visibility of light samples. We evolve adaptive probability density functions (PDFs)

that automatically find and exploit conditions such as occlusion, glossy highlights,

and partial visibility, which causes soft shadows. We rely on statistical feedback

from previously computed light samples to guide the optimization of the PDF.

73
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To increase the effectiveness and reliability of our sampling statistics we take

advantage of the coherence in image space by considering our image in 8× 8 pixel

blocks. This allows us to aggregate sampling information for feedback on a block

level as well as the pixel level. We use block and pixel sampling statistics to

construct component block and pixel PDFs, respectively. These component PDFs

are blended together along with a uniform PDF to generate a final PDF over the

light sources. The initial pass uses only the uniform PDF since no feedback is

yet available. Early feedback-driven passes weight the block PDF most heavily

because it is averaged over the most data and converges faster. As more data

becomes available, the more localized pixel PDF becomes more reliable and is

given larger weights, since it is able to locally adapt more precisely.

We are also able to capitalize on the coherence of light source visibility in

world space through the use of light clusters. Furthermore, we use these clusters

to stratify our sampling more effectively. We also use a form of surface intersection

point clustering on a per-pixel level to achieve low-cost pixel anti-aliasing. The use

of clustering for light sources and intersection points also reduces the overhead

needed for PDF construction. Because our algorithm renders images in small 8×8

pixel blocks, it is easily parallelized for distributed computing.

Our algorithm can handle many different types of light sources including point

lights, area lights and environment maps for natural lighting. One of the greatest

strengths of Iterative Adaptive Sampling as compared to sampling according to a

fixed PDF is that the use of feedback data helps to greatly reduce the number of

shadow ray tests to occluded light sources. One possible extension would be to

also use feedback data to reduce the number of shadow rays evaluated for fully

visible light sources. Often times a single sample can accurately determine the
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contribution of an area light in the case that it is fully visible.

In summary, the use of an adaptive PDF along with clustering and sample

aggregation has provided us with nearly a 10× performance improvement on several

scenes with complex lighting. It is hoped that these types of strategies can be used

in future algorithms to accelerate the computations for rendering complex real

world scenes.



Appendix A

Proofs and Equations

A.1 Statistics

The average value of a function f is known as the mean µ. Sometimes it is

convenient to use expected value notation 〈 〉 to represent the average value of

a function.

For direct illumination with area lights, we are trying to solve for this mean

value. We do not know the actual distribution of the function, but we do have a set

of N sample points1 (x1 · · ·xN) that estimate the mean. We refer to the average

value of these samples as the sample mean, m, which is an unbiased estimator for

µ.

m =
1

N

N∑
i=1

xi

1In our system xi = L(~x, ~yi), where L(~x, ~yi) is defined by Equation 3.5
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Variance, σ2 is a measure of the deviation a set of data points has from its

expected value.

σ2 = 〈(x− µ)2〉 (A.1)

Sometimes it is convenient to rearrange the terms in Equation A.1 as:

σ2 = 〈x2〉 − µ2 (A.2)

Again, in the case where we do not know the underlying distribution, we may

compute the sample variance of N samples as:

s2
N =

1

N

N∑
i=1

(xi −m)2

s2
N , however, is not an unbiased estimator of σ2. Biased-corrected sample variance

is defined as:

s2
N−1 =

1

N − 1

N∑
i=1

(xi −m)2

The main problem with using s2
N over s2

N−1 is that s2
N is likely to underestimate

the variance, especially for a low sample count. Underestimating the variance will

prematurely terminate rendering and result in noisy images. It is better to be

conservative and oversample than to undersample and get a wrong result.

Since we use sample variance as a stopping condition, we not only want to be

conservative, but what we really we want to know is the variance in our estimator

of the mean. In effect we want to know how good of an estimate the sample mean

m is of the actual mean µ. The estimator we use, s2 does not converge to the final

value of σ2; rather it decreases linearly with the number of samples, N we use for
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our estimator. This is the behavior we want because we expect a decrease in error

with additional sampling.

s2 =

 V if E < 0

V −N · E2 otherwise
(A.3)

where N is the number of samples and V and E are as defined below:

V =

∑N
i=1 x2

i

N2

E =
m

N
− 3 ·

√
V

N2

A.2 Minimizing Cluster Variance

Here we provide the derivation of our weighting parameters for each light cluster

based on sample data. Our derivation is based on area light sources, but we

can extend it to apply to clusters as well due to their properties described in

Section 3.4.1. We work with a few simple assumptions that we use in finding the

variance-minimizing PDF. For any point receiving direct illumination we assume

that:

(1) The exitant radiance due to a light source is uniform across the source

(2) Visibility is the only source of variance when sampling a cluster

These assumptions are not always true in practice, but visibility is definitely

the largest source of variance and thus we will work to minimize variance due to

partial visibility. It is important to note that we use these assumptions only to
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approximate the ideal probabilities to assign to lights. Our algorithm does not

depend on these assumptions being true.

Consider a single point ~x illuminated by two fully visible light sources con-

tributing exitant radiance L1 and L2 at ~x. If each light is partially visible by some

amount ui, then then exitant radiance due to each cluster will be u1 L1 and u2 L2

assuming the exitant radiance is uniform across the source. We want to find the

distribution of samples between the sources that minimizes variance. Let p be

the probability of sampling the first light source and 1 − p be the probability of

sampling the second. For practicality, we use the definition of variance in Equa-

tion A.2. Thus, we can express the variance of total exitant radiance in this case

as σ2(f).

σ2(f) = 〈f 2〉 − 〈f〉2 (A.4)

〈f 2〉 = u1 p

(
L1

p

)2

+ u2 (1− p)

(
L2

1− p

)2

〈f〉 = u1 p
L1

p
+ u2 (1− p)

L2

1− p

If we differentiate σ2(f) (Equation A.4) with respect to p and set the result

equal to zero we find that:

p =

√
u1 L1√

u1 L1 +
√

u2 L2

1− p =

√
u2 L2√

u1 L1 +
√

u2 L2
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In general for any number of light sources the probability pi for light i that

minimizes the variance is: pi ∝
√

ui Li. If C is the contribution of a light source

according to our sample data (which already contains the visibility term) and u is

the unoccluded fraction of the light (also according to sample data) then we can

assume C = u L if the exitant radiance is uniform across the source. Therefore,

we chose our sampling to be proportional to
√

u L =
√

u C
u

= C√
u
.
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